
For regression tasks, DTSemNet is either the best-performing or the second-best approach.

The loss landscape of DTSemNet and DGT shows DTSemNet 
has better generalization (flatter loss landscape in DTSemNet).

DTSemNet has a faster training time compared to 
non-gradient-based learning approaches.

DTSemNet performs statistically significantly better than other approaches 
across all classification tasks.

The performance of DTSemNet in RL tasks is comparable to or better than that of NNs.

▪ DTSemNet outperforms other gradient-based methods by avoiding approximations and trains faster than non-gradient-based DT methods. 

▪ DTSemNet-classification reduces errors by over 10% on difficult tasks, while DTSemNet-regression is competitively accurate. 

▪ DTSemNet policies in RL environments demonstrate high efficiency and often outperform NN policies.
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▪ The learnable weights of DT have a one-to-one mapping to the first layer 

of DTSemNet, while some of the weights in DTSemNet are fixed.

▪ For any given input to DT and DTSemNet, the classification decisions 

made by DT and DTSemNet are the same.

▪ DTSemNet is adapted for regression by simultaneously learning the 

parameters of linear regression at each leaf and the decision nodes to the 

most appropriate leaf.
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We introduce DTSemNet, a novel, semantically equivalent, and invertible encoding of oblique Decision Trees (DTs) as Neural Networks (NNs). 

Unlike traditional DT training methods, DTSemNet leverages standard vanilla gradient descent for training, which leads to more efficient and 

accurate DT learning.

TL;DR

▪ Decision Trees (DTs) excel on tabular data due to their inductive bias toward non-smooth functions [1]. 

▪ Gradient descent is the most efficient approach for training DTs [2]. 

▪ Existing gradient descent-based methods rely on approximations at decision nodes or during gradient 

computation using straight-through estimators (STE) [3].

▪ DTSemNet overcomes approximations by encoding oblique DTs as NN in a semantically equivalent way. 

▪ DTSemNet is extended to regression tasks by using regressors at that leaf.

▪ DTSemNet can be integrated with the existing Reinforcement Learning (RL) framework.
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DTSemNet: Decision Tree Semantic Network
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